Kondo screening of spin-charge separated fluxons by a helical liquid
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The insertion of a magnetic \( \pi \) flux into a quantum spin Hall insulator creates four localized, spin-charge separated states: the charge and spin fluxons with either charge \( Q = \pm 1 \) or spin \( S_z = \pm 1/2 \), respectively. In the presence of repulsive Coulomb interactions, the charged states are gapped out and a local moment is formed. We consider the Kane-Mele-Hubbard model on a ribbon with zigzag edges to construct an impurity model where the spin fluxon is screened by the helical edge liquid. In the noninteracting model, the hybridization between fluxon and edge states is dominated by the extent of the latter. It becomes larger with increasing spin-orbit coupling \( \lambda \) but only has nonzero values for even distances between the \( \pi \) flux and the edge. For the interacting system, we use the continuous-time quantum Monte Carlo method, which we have extended by global susceptibility measurements to reproduce the characteristic Curie law of the spin fluxon. However, due to the finite extent of the fluxons, the local moment is formed at rather low energies. The screening of the spin fluxon leads to deviations from the Curie law that follow the universal behavior obtained from a data collapse. Additionally, the Kondo resonance arises in the local spectral function between the two low-lying Hubbard peaks.

I. INTRODUCTION

In 1988, Haldane proposed a spinless model for the by then experimentally well established quantum Hall effect that did not rely on an external magnetic field but instead on a periodic magnetic flux density [1]. In 2005, Kane and Mele considered the effect of spin-orbit coupling in graphene. Their model corresponds to a time-reversal invariant generalization of Haldane’s model and exhibits the quantum spin Hall state with a \( Z_2 \) topological invariant [2,3]. This new state of matter was soon predicted to exist in HgTe quantum wells [4] and was also experimentally realized [5]. Since then, the study of topologically nontrivial states has become a very active field, with upcoming subjects like 3D topological insulators, topological superconductors, or the possibility of observing Majorana fermions in solid-state systems; for an introduction to these topics see Ref. [6].

One particular consequence of the nontrivial topology in quantum spin Hall insulators (QSHIs) is the existence of spin-charge separated states in the presence of a magnetic \( \pi \) flux [7–10]. Lee et al. [7] showed that these states are deeply connected with domain walls in one-dimensional soliton models [11–13], where each soliton leads to one midgap state per spin sector. Since these states are created by taking half a state from both the valence and the conduction band, a fully filled valence band lacks a total charge of one—but no spin—in the presence of a soliton [13]. Thus, the four possibilities of occupying the two midgap states lead to four spin-charge separated states with either nonzero charge or spin quantum number defined within exponential accuracy around the domain wall [14]. A \( \pi \) flux inserted into a QSHI also creates one midgap state per spin sector [9,10]. In this context, the exponentially localized [9,10] spin-charge separated states are called the charge and spin fluxons [9].

The quantum spin Hall state is robust against weak interactions [15–17]. However, when correlation effects are taken into account, identifying the topologically nontrivial state becomes a challenge; see Ref. [18] for a review. \( \pi \) fluxes have been considered as a bulk probe of the \( Z_2 \) invariant [9,10,19–21] that is also useful in the presence of repulsive electron-electron interactions. While the charge fluxons are gapped out by interactions, the spin fluxons remain as low-energy states [9]. Their signatures can be measured using numerical methods like quantum Monte Carlo [21]. Moreover, static \( \pi \) fluxes have been used to construct interacting spin chains [21], whereas dynamical \( \pi \) fluxes have been considered in interacting topological insulators showing nontrivial exchange statistics [9,22].

In a correlated QSHI, a \( \pi \) flux creates a free spin that is exponentially localized [9,21]. This property suggests interpreting the spin fluxon as a magnetic impurity. There have been both analytical and numerical studies of a magnetic impurity at the edge of a QSHI showing the Kondo effect [23–30]. The magnetic moment of the impurity gets screened by the electronic bath constituted by the edge states, leading to the formation of a Kondo singlet [31,32].

In this paper, we study the Kondo screening of a spin fluxon by the helical edge states in the framework of the Kane-Mele-Hubbard model [15]. There are some differences to the single-impurity Anderson model [33] that complicate the construction of an impurity model. Usually, a single impurity orbital couples to an electronic bath with a well-defined hybridization parameter, whereas in our model the impurity is an extended object that is created inside the lattice of the QSHI. Moreover, we need Hubbard interactions to gap out the charge fluxons and thereby create a free spin. As long as interactions are not strong enough to destroy the quantum spin Hall phase [15–17], the edge states remain gapless and can, for our purposes, be considered noninteracting. However, due to the finite extent of the fluxons, we still have to identify a region around the \( \pi \) flux where correlations are necessary to establish the local moment.

The organization of this paper reflects the construction of the impurity model. We first introduce the noninteracting
Kane-Mele model in Sec. II and explain how to insert π fluxes. In Sec. III, we study the hybridization between the fluxon and edge states as a function of distance and spin-orbit coupling. In Sec. IV, we add repulsive Hubbard interactions around the π flux. Using the continuous-time quantum Monte Carlo method in the weak-coupling interaction expansion (CT-INT) [34], we first demonstrate the formation of a local moment and then the Kondo screening of the spin fluxon. Evidence for the Kondo effect is provided by showing a data collapse of the static spin susceptibility and the appearance of the Kondo resonance in the local spectral function. Section V contains our conclusions. Finally, the Appendix contains an introduction to the CT-INT method with our extension to global susceptibility measurements.

II. KANE-MELE MODEL WITH π FLUXES

To study π fluxes in a noninteracting QSHI, we consider the Hamiltonian of the Kane-Mele model [2,3] at half filling,

\[ \hat{H}_{\text{KM}} = -t \sum_{\langle i,j \rangle} \tau_{i,j} \hat{c}_i^\dagger \hat{c}_j + i \lambda \sum_{\langle i,j \rangle} \tau_{i,j} v_{i,j} \hat{c}_i^\dagger \sigma_z \hat{c}_j. \]  

(1)

We use the spinor notation \( \hat{c}_i = (\hat{c}_{i,\uparrow}, \hat{c}_{i,\downarrow})^T \) with the operator \( \hat{c}_{i,\sigma} \) annihilating an electron in a Wannier state at lattice site \( i \) with spin \( \sigma \). The model is defined on the honeycomb lattice, with summation indices running over nearest and next-nearest neighbors denoted by (●) and (●●), respectively. The factor \( \tau_{i,j} = \pm 1 \) encodes additional signs resulting from the π fluxes. The original Kane-Mele model is recovered by setting \( \tau_{i,j} = 1 \).

In addition to the tight-binding Hamiltonian of graphene, Eq. (1) contains a complex next-nearest-neighbor hopping term due to spin-orbit coupling [2,3]. Its sign depends both on the spin and the direction of the hopping, as encoded in the Pauli spin matrix \( \sigma_z \) and the factor \( v_{i,j} = \pm 1 \). We choose \( v_{i,j} = +1 \) when the hopping from site \( j \) to site \( i \) makes a turn to the left and \( v_{i,j} = -1 \) otherwise. Spin-orbit coupling reduces the SU(2) spin symmetry to a U(1) symmetry. In this form, the Hamiltonian (1) is equivalent to two copies of the Haldane model [1] that both obey particle-hole symmetry.

On the honeycomb lattice, a π flux corresponds to a magnetic flux of strength π threading a single plaquette. The phase acquired by an electron moving around such a lattice flux can be encoded in a string originating in the associated plaquette and giving a factor of \( \tau_{i,j} = -1 \) for each hopping element in \( \hat{H}_{\text{KM}} \) that crosses the string. Given periodic boundary conditions, π fluxes can only be inserted in pairs at the end points of a string, whereas open boundary conditions allow us to insert a single π flux, as shown in Fig. 1. The string itself can be chosen arbitrarily, as different configurations are related by gauge transformations. Since the π flux is strictly localized at its plaquette, it does not break time-reversal or particle-hole symmetry.

In the following, we will mainly consider a ribbon geometry with zigzag edges, as shown in Fig. 1. Its unit cell contains 2W lattice sites, where \( W \) defines the width of the ribbon. The length of the ribbon is given by the number \( L \) of unit cells in the periodic direction. The distance between two unit cells is denoted by \( a = \sqrt{3}a_0 \), where \( a_0 \) is the lattice constant. As the ribbon has open boundary conditions in one direction, we can insert a single π flux at distance \( d \) to the edge, where \( d \) is defined as in Fig. 1.

III. DETERMINING THE HYBRIDIZATION BETWEEN FLUXON AND EDGE STATES

Since the Kondo impurity considered here is created by a π flux through the honeycomb lattice, we do not have a simple hybridization parameter that controls the coupling between impurity and bath. However, the hybridization can only depend on the extent of both the fluxon states and the edge states, and their distance.

A. Coupling between two zigzag edges

On an infinite system, the helical edge states of a QSHI show a crossing in the energy spectrum at the time-reversal invariant point \( k = \pi/a \). However, on a finite ribbon, a gap \( \Delta E \propto \exp(-W/\xi_E) \) opens at \( k = \pi/a \) that vanishes exponentially with the width \( W \) of the ribbon [35]. It is generated by the finite overlap of the edge states at the two opposite edges. Vice versa, the decay length \( \xi_E \) will give a good estimate of the extent of the edge states.

Figure 2(a) shows \( \Delta E \) for the Kane-Mele model on a finite ribbon with zigzag edges for different values of the spin-orbit coupling \( \lambda \). From the exponential decay one can estimate the inverse decay length \( \xi_E^{-1} \) which monotonically decreases as a function of \( \lambda \), see Fig. 2(b). It is given exactly by \( \xi_E^{-1} = \text{Re} \cosh^{-1}(i\lambda/4\lambda) \) [36]. According to Fig. 2(b), the extent of the edge states becomes larger with increasing \( \lambda \). However, Fig. 2(a) shows that the dispersion remains gapless for odd \( W \), as already observed in Refs. [37,38]. Thus, there is only a coupling between opposite edge states for even \( W \).

B. Coupling between two fluxons

A single π flux deep in the bulk of a QSHI leads to one energy mode per spin sector lying exactly at zero energy as particle-hole symmetry is conserved [7,9]. However, on a torus geometry, one must include two π fluxes, and the exponentially localized fluxon states will always have a finite spatial overlap.
Their hybridization causes a splitting of the zero modes by \( \pm \Delta \epsilon \), exactly as in the case of solitons in the Su-Schrieffer-Heeger model [39].

As in Sec. III A, we can use \( \Delta \epsilon \) to study how the extent of the fluxon states depends on the spin-orbit coupling \( \lambda \). To this end, we fix the position of one \( \pi \) flux and determine \( \Delta \epsilon \) for all the possible positions of the second \( \pi \) flux. The results are shown in Fig. 3 as a function of the distance \( d_{\pi \pi} \)—measured between the centers of the flux-threaded hexagons—and for different values of \( \lambda \). Keeping \( \lambda \) fixed, one observes strong variations of \( \Delta \epsilon \) for flux separations with similar \( d_{\pi \pi} \) but different directions on the lattice. The sets of points for different \( \lambda \) are clearly bounded from above and decay exponentially for large distances. The inverse decay length \( \xi^{-1} \) has its maximum around \( \lambda/t = 0.2 \), where the fluxons are maximally localized. However, for very small distances there is no systematic dependence on \( \lambda \).

**C. Hybridization between fluxon and edge states**

Having analyzed how the extent of both edge states and fluxons depends on the spin-orbit coupling \( \lambda \), we can insert a \( \pi \) flux near the edge of the ribbon. To determine the hybridization between fluxon and edge states as a function of distance \( d \) and spin-orbit coupling \( \lambda \), we look for a signature in the static spin susceptibility

\[
\chi_S = \beta \left( \langle \hat{S}_z^2 \rangle - \langle \hat{S}_z \rangle^2 \right),
\]

with \( \hat{S}_z = \sum_i \hat{c}_i \hat{c}^\dagger_i \). For an independent \( \pi \) flux, we expect a Curie law \( \chi_S = 1/2k_BT \) at low temperatures [21], whereas for the edge states the susceptibility approaches a constant contribution \( \chi_S = g(\epsilon_F)L \) determined by the normalized density of states \( g(\epsilon_F) = 2a/\pi v_F \) at the Fermi level \( \epsilon_F \). To probe the hybridization between fluxon and edge states, we look for a deviation from the Curie law. Thus, it is useful to define \( \Delta \chi_S \) as the difference between the susceptibility of a ribbon with and without a \( \pi \) flux.

**1. Dependence on the distance \( d \)**

Figure 4(a) shows the spin susceptibility \( \chi_S \) of a ribbon of width \( W = 11 \) and for \( \lambda/t = 0.4 \) with a \( \pi \) flux at different distances \( d \) from the edge. As the temperature is lowered, the susceptibility

\[
\chi_S = \beta \left( \langle \hat{S}_z^2 \rangle - \langle \hat{S}_z \rangle^2 \right),
\]

with \( \hat{S}_z = \sum_i \hat{c}_i \hat{c}^\dagger_i \). For an independent \( \pi \) flux, we expect a Curie law \( \chi_S = 1/2k_BT \) at low temperatures [21], whereas for the edge states the susceptibility approaches a constant contribution \( \chi_S = g(\epsilon_F)L \) determined by the normalized density of states \( g(\epsilon_F) = 2a/\pi v_F \) at the Fermi level \( \epsilon_F \). To probe the hybridization between fluxon and edge states, we look for a deviation from the Curie law. Thus, it is useful to define \( \Delta \chi_S \) as the difference between the susceptibility of a ribbon with and without a \( \pi \) flux.

**2. Influence of the spin-orbit coupling \( \lambda \)**

Having analyzed how the extent of both edge states and fluxons depends on the spin-orbit coupling \( \lambda \), we can insert a \( \pi \) flux near the edge of the ribbon. To determine the hybridization between fluxon and edge states as a function of distance \( d \) and spin-orbit coupling \( \lambda \), we look for a signature in the static spin susceptibility

\[
\chi_S = \beta \left( \langle \hat{S}_z^2 \rangle - \langle \hat{S}_z \rangle^2 \right),
\]

with \( \hat{S}_z = \sum_i \hat{c}_i \hat{c}^\dagger_i \). For an independent \( \pi \) flux, we expect a Curie law \( \chi_S = 1/2k_BT \) at low temperatures [21], whereas for the edge states the susceptibility approaches a constant contribution \( \chi_S = g(\epsilon_F)L \) determined by the normalized density of states \( g(\epsilon_F) = 2a/\pi v_F \) at the Fermi level \( \epsilon_F \). To probe the hybridization between fluxon and edge states, we look for a deviation from the Curie law. Thus, it is useful to define \( \Delta \chi_S \) as the difference between the susceptibility of a ribbon with and without a \( \pi \) flux.

**FIG. 2. (Color online) (a) The energy gap \( \Delta \epsilon \) at \( k = \pi/a \) for different \( \lambda \) as a function of the width \( W \) of the ribbon. (b) The inverse decay length \( \xi^{-1} \) as a function of \( \lambda \) together with the exact result (solid line, Ref. [36]).**
the energy spectrum which corresponds to the fluxon created as a soliton in a quasi-one-dimensional system. To get rid of the constant contribution of the edge states, we consider fluxon and edge states hybridize and states. To get rid of the constant contribution of the edge states, we consider the zero-energy eigenvalues to resolve. In our case, this threshold appears at \( \Delta_1 \chi_S \). When performing susceptibility measurements, one has to be aware of finite-size effects. In particular, energy scales that are lower than the resolution of the energy eigenvalues cannot be resolved. In our case, this threshold appears at \( k_B T / t = 0.01 \), as demonstrated by Fig. 4(a). However, similar to Secs. III A and III B, an analysis of the zero-energy eigenvalues will give more some information about the hybridization between fluxon and edge states. Consider a ribbon of odd width \( W \) and even length \( L \), but without a \( \pi \) flux. Since there is a \( k \) point at \( k = \pi / a \) and no coupling between the edges, one zero-energy eigenvalue per spin sector appears for each edge. The inclusion of a single \( \pi \) flux makes it necessary to lay the string out of the system, leading to antiperiodic boundary conditions for one of the edges. Thus, the \( k \) points of this edge are shifted by \( \Delta k = \pi / La \), and the corresponding zero-energy eigenvalue is gone. Nevertheless, we still find two zero-energy eigenvalues in the spectrum, one for the second edge and one for the \( \pi \) flux, as long as these two do not couple. This is the case for odd distances of the \( \pi \) flux to the second edge and results in a Curie-like finite-size law in Fig. 4(a). Even distances to this edge will instead again lead to a finite \( \Delta \epsilon \), such that on a finite lattice \( \chi_S \to 0 \) for \( T \to 0 \).

The analysis of the zero-energy eigenvalues emphasizes that at odd distances the hybridization is not only much smaller than for even \( d \), but it is exactly zero. This odd-even effect can be related to the one we have observed for the coupling between two edge states as a function of the width \( W \). We adopt the soliton interpretation of the fluxon states given by Lee et al. [7]. Consider a semi-infinite ribbon, which we cut parallel to the edge. Along this cut, gapless edge states appear that only couple to the original edge states if the cut creates a ribbon of even width \( W \). For odd \( W \), reconnection of the bonds with weaker coupling strength opens a mass gap \( m \) in the counterpropagating edge states without affecting the original edge state. Reconnecting the bonds with a sign change creates a mass gap that interpolates between \( \pm m \). According to the Jackiw-Rebbi model [11], a solitonic midgap state appears in the energy spectrum which corresponds to the fluxon created by a \( \pi \) flux. As there was no coupling between the edges, the fluxon created as a soliton in a quasi-one-dimensional system cannot couple to the edge at odd distance \( d \) either.

2. Dependence on the spin-orbit coupling \( \lambda \)

To maximize the hybridization between fluxon and edge states, we vary the spin-orbit coupling \( \lambda \) for \( d = 1 \) and \( d = 2 \). The results are shown in Fig. 5. At \( d = 1 \), the susceptibility \( \Delta \chi_S \) approaches the Curie law \( 1/2k_B T \) for each \( \lambda \). For decreasing \( \lambda \), convergence of \( \Delta \chi_S \) to the Curie law occurs at lower temperatures, as the bulk band gap becomes smaller. We do not observe any hybridization at \( d = 1 \) for any value of \( \lambda \). In contrast, for \( d = 2 \), there is a hybridization between fluxon and edge states. While for \( \lambda / t = 0.05 \) the hybridization cannot be observed on the temperature scale shown in Fig. 5(b), it becomes larger with increasing \( \lambda \), and \( \Delta \chi_S \) shows a stronger deviation from the Curie law. According to the odd-even effect in the distance \( d \), this behavior will generalize to larger distances.

To get a qualitative understanding of the hybridization at even distances \( d \) as a function of \( \lambda \), we have studied the extent of both fluxons and edge states on their own. We found that the decay length \( \xi_\theta \) for a fluxon has a minimum around \( \lambda / t = 0.2 \), whereas for the edge states \( \xi_E \) increases monotonically with increasing \( \lambda \). Since the hybridization between fluxon and edge states also increases monotonically with \( \lambda \), we assume that it is dominated by the extent of the edge states.

IV. KONDO SCREENING OF THE SPIN FLUXON

In the presence of repulsive electron-electron interactions, the fourfold degeneracy of the fluxon states is lifted because the charge degrees of freedom are gapped out [9]. A Kramers pair of spin fluxon states remains at low energies and constitutes a free spin. If the distance of the \( \pi \) flux from the edge is sufficiently small, the free spin will be screened by the helical liquid.

To study the Kondo screening of the spin fluxon, we consider the particle-hole symmetric Hubbard interaction

\[
\hat{H}_U = \frac{U}{2} \sum_{i \in \mathbb{O}} (\hat{c}_i^\dagger \hat{c}_i - 1)^2.
\]

Since the edge states do not show substantial changes up to intermediate interaction strengths [16], we will include the Hubbard interactions only at the six sites threaded by the \( \pi \) flux to create the free spin. As shown below, this setup is sufficient for our purposes and significantly reduces the numerical effort.

We use the CT-INT method introduced by Rubtsov et al. [34] to treat \( \hat{H}_U \) numerically exactly in the weak-coupling interaction expansion. A short introduction to this method can be found in the Appendix. For the Kane-Mele-Hubbard model...
at half filling, there is no sign problem, even in the presence of \( \pi \) fluxes [16].

We consider two observables to detect the Kondo screening of the spin fluxon: the static spin susceptibility \( \chi_S \) and the local spectral function \( A_\omega (\omega) \). To get access to \( \chi_S \), we have extended the CT-INT method by implementing global susceptibility measurements. Although \( \hat{H}_U \) is confined to a small subset of the whole lattice, we show in the Appendix how to measure \( \chi_S \) on the whole lattice. To get rid of the edges’ contribution, we consider \( \Delta \chi_S \) by subtracting the susceptibility of the same system without a \( \pi \) flux and without interactions. In contrast to \( \chi_S \), the spectral function \( A_\omega (\omega) = -(1/6\pi) \sum_{i=0}^{\infty} \text{Im} G_{i,i}^R (\omega) \) can be obtained from the onsite single-particle Green’s function in imaginary time, \( G_{i,i}(\tau) \), by averaging over the six sites of the flux-threaded plaquette and afterwards performing the analytic continuation using the maximum entropy method [40,41].

To observe the Kondo screening of the spin fluxon at low temperatures, we have to pass the two characteristic energy scales of a Kondo system: the valence fluctuation scale \( k_B T_{VF} \) and the Kondo scale \( k_B T_K \) [31]. Starting from high temperatures, valence fluctuations are eliminated at \( k_B T_{VF} \) and a local moment is formed. The impurity will stay in the local-moment regime until the temperature becomes lower than the Kondo temperature \( T_K \). In the Kondo regime, the local moment is screened by the electronic bath via formation of a spin singlet.

### A. Local-moment formation

Before we can study the Kondo screening of the spin fluxon, we first have to determine the energy scale of local-moment formation. To this end, we add \( \hat{H}_U \) around a \( \pi \) flux located deep in the bulk of a ribbon and slowly increase the interaction strength \( U \). For \( \lambda/t = 0.2 \), the results are presented in Fig. 6. For all \( U > 0 \), the spin susceptibility in Fig. 6(a) approaches the characteristic Curie law \( \chi_S = 1/k_B T \) of a \( \pi \) flux in an interacting system at low temperatures [21]. This observation confirms that it is sufficient to include the Hubbard interaction only at the six sites of the flux-threaded plaquette. However, with decreasing \( U \), lower temperatures are necessary to converge to \( \chi_S = 1/k_B T \), and for \( U \to 0 \) the susceptibility will stay at the \( 1/2k_B T \) Curie law of the noninteracting system.

In comparison to the single-impurity Anderson model, where the valence fluctuation scale is given by \( k_B T_{VF} = U/2 \), here the local moment is formed at lower temperatures. This fact can be related to the position of the Hubbard peaks in the spectral function \( A_\omega (\omega) \) [Fig. 6(b)]. The peak positions scale linearly with \( U \), but the absolute energy scale is reduced by an order of magnitude. In contrast to the single-impurity Anderson model, our impurity is not located at a single lattice site but is exponentially localized on the whole lattice. As the largest amount of weight is equally distributed on the six lattice sites around the \( \pi \) flux, the valence fluctuation scale of the fluxon is approximately by a factor of \( \gamma^{2/3} \) smaller. Here, \( \gamma \) is the fraction of the total weight that is located at the six sites of the flux-threaded hexagon in the noninteracting system. For \( \lambda/t = 0.2 \), we find \( \gamma \approx 0.865 \).

### B. Estimate of the Kondo temperature

As the valence-fluctuation scale is rather low for our impurity model, the susceptibility measurements are affected by finite-size effects at low temperatures, the energy window to detect the Kondo effect is only of the order of one magnitude. Therefore, we have to maximize the hybridization by choosing a large spin-orbit coupling \( \lambda \) and the smallest possible distance \( d = 2 \) between the \( \pi \) flux and the edge. The results for \( \Delta \chi_S \) are shown in Fig. 7.

There are two ways to present \( \Delta \chi_S \): the atomic and the adiabatic picture [31]. The atomic picture presented in Fig. 7(a) considers a fixed \( U/t = 2 \) and starts in the local-moment regime with a clear Curie-law behavior at \( \lambda/t = 0.1 \). With increasing hybridization \( \lambda \), the deviation from the Curie law becomes larger as we enter the Kondo regime. For \( \lambda/t = 0.4 \), \( \Delta \chi_S \) even seems to saturate at a constant value as \( T \to 0 \). In the adiabatic picture presented in Fig. 7(b), one starts with the resonant state at \( U/t = 0 \) for fixed \( \lambda/t = 0.25 \). It shows a large deviation from the noninteracting \( 1/2k_B T \) Curie law. With increasing \( U \), the susceptibility approaches the \( 1/k_B T \) Curie law as the system enters the local-moment regime.

---

FIG. 6. (Color online) The spin susceptibility \( \Delta \chi_S \) (a) and the spectral function \( A_\omega (\omega) \) at \( \beta t = 100 \) (b) of a \( \pi \) flux at distance \( d = 7 \) from the edge of a ribbon (\( W = 15 \), \( L = 500 \), \( \lambda/t = 0.2 \)) are shown for several interaction strengths \( U \). \( \Delta \chi_S \) is compared to the Curie law of a noninteracting \( (\chi_S = 1/2k_B T) \) and an interacting system \( (\chi_S = 1/k_B T) \). The error bars of \( \Delta \chi_S \) are smaller than the symbol sizes and thus omitted.

FIG. 7. (Color online) The spin susceptibility \( \Delta \chi_S \) of a \( \pi \) flux at distance \( d = 2 \) from the edge of a ribbon (\( W = 15 \), \( L = 500 \)) shown in the atomic picture for \( U/t = 2 \) (a) and in the adiabatic picture for \( \lambda/t = 0.25 \). For comparison, the Curie law of the (non)interacting system is drawn as a dashed line. Error bars are smaller than the symbol sizes and thus omitted.
the local-moment regime shown in Fig. 9(b) for \( \beta t = 40 \), the single peak splits symmetrically into the two Hubbard peaks already observed in Fig. 6(b). The peak positions are given by the energy necessary to excite the spin fluxon to a charge fluxon. Further lowering the temperature leads to the Kondo regime, as shown in Fig. 9(c) for \( \beta t = 100 \), where the Kondo resonance emerges at \( \omega = 0 \).

V. CONCLUSIONS

In this paper, we have considered a realization of the Kondo effect in a QSHI, where the spin fluxon states created by a \( \pi \) flux are screened by the helical edge states. Compared to ordinary impurity models, the spin fluxon states play the role of the free spin, whereas the helical edge liquid serves as the conduction band. As the fluxon is an extended object emerging inside the lattice of the QSHI, the analysis of the Kondo effect requires a good understanding of both hybridization and local-moment formation.

Since there is no explicit hybridization parameter in our model, we have first studied the hybridization between fluxon and edge states of the Kane-Mele model with zigzag terminations depending on their distance \( d \) and the spin-orbit coupling \( \lambda \). We have found that there is only a finite hybridization at even \( d \), where it monotonically increases with increasing \( \lambda \). A comparison with the extent of both fluxon and edge states showed that their hybridization is dominated by the extent of the edge states. The odd-even effect with \( d \) is connected to the coupling between opposite edge states, where it also appears as a function of distance.

To study the impurity model in the presence of repulsive Hubbard interactions, we have used the CT-INT method, extended by global susceptibility measurements. We have shown that it is sufficient to include the interaction terms only directly around the \( \pi \) flux in order to obtain the characteristic Curie law of the spin fluxons at low temperatures. The local spectral function at the flux-threaded plaquette exhibits two Hubbard peaks, which correspond to excitations between spin and charge fluxons and define the energy scale of the local-moment formation. However, due to the finite extent of the fluxons, the peak positions appear at much lower energies than in the single-impurity Anderson model.

We have studied the Kondo screening of the spin fluxon at distance \( d = 2 \) from the edge to maximize the hybridization. When entering the Kondo regime, the spin susceptibility deviates from the Curie law following the universal behavior obtained from a data collapse. Thereby, we have estimated the Kondo temperature for different values of \( \lambda \) and \( U \). As a function of temperature, the local spectral function shows the characteristic signatures of the high-temperature, local-moment, and Kondo regimes, with the Kondo resonance emerging at low temperatures.

Here, we have studied the Kondo screening of the spin fluxon for a \( \pi \) flux confined to a single plaquette. However, fluxon states are also present for an extended magnetic \( \pi \) flux [10]. As soon as the \( \pi \) flux extends beyond a single plaquette, time-reversal symmetry is locally broken, and the midgap states of the noninteracting system split depending on the spin sector [10]. Thus, the two spin fluxon states also lose their degenerancy. As long as the corresponding energy
splitting is smaller than the Kondo scale, we still expect to see the Kondo effect with a single Kondo resonance, but with increasing extent of the $\pi$ flux the Kondo resonance will split into two parts. Ultimately, the Kondo effect will disappear when the extent of the magnetic flux is too large. Finally, the $\pi$ flux is not the only defect that could show the Kondo effect: Lattice dislocations also lead to localized states inside the bulk band gap [19].
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APPENDIX: GLOBAL SUSCEPTIBILITY MEASUREMENTS WITHIN THE CT-INT METHOD

Within the CT-INT method, all the bath degrees of freedom can be integrated out, resulting in an effective action only defined on the interacting lattice sites. In the following, we will show how to calculate global observables that are defined on the whole lattice.

1. Hamiltonian

Consider the many-body Hamiltonian

$$\hat{H} = \hat{H}_0 + \hat{H}_U,$$  \hspace{1cm} (A1)

where $\hat{H}_0$ conserves both total particle number and spin, i.e.,

$$\hat{H}_0 = \sum_{i,j,\sigma} c_{i,\sigma}^\dagger H_{i,j,\sigma} c_{j,\sigma},$$  \hspace{1cm} (A2)

where $\Omega$ is the set of all lattice sites. $\hat{H}_0$ can be diagonalized by a unitary matrix $U$ that is block diagonal in spin space and transforms the annihilation operator as $\hat{c}_{j,\sigma} \rightarrow \sum_{\sigma} U_{j,m,\sigma} \hat{\gamma}_{m,\sigma}$. The Hamiltonian (A2) becomes $\hat{H}_0 = \sum_{m,\sigma} e_{m,\sigma} \hat{\gamma}_{m,\sigma}^\dagger \hat{\gamma}_{m,\sigma}$ with eigenvalues $e_{m,\sigma}$. Using this notation, the noninteracting single-particle Green’s function can be written as

$$G_{i,j}^{0,\sigma} (\tau) = \langle \langle T c_{i,\sigma}^\dagger (\tau) c_{j,\sigma} \rangle \rangle_0$$

$$= \sum_{m,\sigma} U_{j,m,\sigma}^\dagger U_{i,m,\sigma}^{\dagger} \frac{e^{i e_{m,\sigma} \tau}}{1 + e^{e_{m,\sigma} \beta}}$$  \hspace{1cm} (A3)

for $0 \leq \tau < \beta$. Here, $\langle \langle \cdot \rangle \rangle_0 = \text{Tr} [e^{-\beta \hat{H}_0}] / Z_0$ is the expectation value with respect to $\hat{H}_0$, and $T$ is the time-ordering operator.

In the following calculation, $\hat{H}_U$ can be a general interaction term, where the lattice sites are restricted to a subset $S \subseteq \Omega$. We consider a repulsive Hubbard interaction of the form

$$\hat{H}_U = \frac{U}{2} \sum_{i \in S} \sum_{\sigma} (\hat{n}_{i,\sigma} - \alpha_\sigma) [\hat{n}_{i,\bar{\sigma}} - \alpha_{\bar{\sigma}}]$$  \hspace{1cm} (A4)

with $\alpha_\sigma (s) = 1/2 + s \sigma \delta$ and $\delta = 1/2 + 0^\dagger$. The Ising spin variable $s$ allows us to avoid the negative-sign problem [42].

2. Calculation of observables

In this section, we give a short outline of how to calculate observables in the CT-INT method. We will use the notation of Ref. [42]; for a review see Ref. [43].

Monte Carlo methods rely on the possibility of rewriting the expectation value of an observable $\hat{O}$ as

$$\langle \langle \hat{O} \rangle \rangle = \sum_C W(C) \langle \langle \hat{O} \rangle \rangle_C,$$  \hspace{1cm} (A5)

where the sum runs over all possible configurations $C$. Here, $W(C)$ has to be a probability distribution, and $\langle \langle \cdot \rangle \rangle_C$ denotes the expectation value for a single configuration. In the Monte Carlo process, the sum is sampled by picking configurations according to $W(C)$, so that only $\langle \langle \hat{O} \rangle \rangle_C$ has to be evaluated.

The CT-INT method is based on a weak-coupling perturbation expansion of $\hat{H}_U$ with respect to the free Hamiltonian $\hat{H}_0$. The notation needed below can be most easily explained by writing down the partition function for the Hubbard interaction (A4),

$$\frac{Z}{Z_0} = \sum_{C_n} \left( -\frac{U}{2} \right)^n \det M_\sigma (C_n).$$  \hspace{1cm} (A6)

The sum over all configurations is defined as

$$\sum_{C_n} = \sum_{n=0}^\infty \int_0^\beta dt_1 \cdots \int_0^\beta dt_n \sum_{i_1 s_1, \ldots, i_n s_n} \prod_{k=1}^n \left[ \hat{n}_{i_k,\sigma} (t_k) - \alpha_\sigma (s_k) \right].$$  \hspace{1cm} (A7)

A single configuration $C_n = ([i_1, t_1, s_1], \ldots, [i_n, t_n, s_n])$ is specified by the perturbation order $n$ defining $n$ vertices, each containing a lattice site, imaginary time, and Ising spin variable. The matrix $M_\sigma (C_n)$ is defined via Wick’s theorem, which holds for expectation values $\langle \langle \cdot \rangle \rangle_0$ and leads to the relation

$$\det M_\sigma (C_n) = \left( T \prod_{k=1}^n \left[ \hat{n}_{i_k,\sigma} (t_k) - \alpha_\sigma (s_k) \right] \right)_0.$$  \hspace{1cm} (A8)

Wick’s theorem also holds for $\langle \langle \hat{O} \rangle \rangle_C$, since only expectation values with respect to $\hat{H}_0$ appear in the perturbation expansion [44]. Thus, every expectation value can be calculated from the single-particle Green’s function

$$\langle \langle T c_{i,\sigma} (\tau) c_{j,\sigma} (\tau') \rangle \rangle_C = G_{i,j}^{0,\sigma} (\tau, \tau') - \sum_{r,s=1}^n G_{i,j}^{0,\sigma} (\tau, \tau_r) (M_{\sigma}^{-1})_{r,s} G_{i,j}^{0,\sigma} (\tau_r, \tau')$$  \hspace{1cm} (A9)

for a configuration $C_n$.

3. Global susceptibility measurements

Observables like the spin susceptibility can be calculated for each configuration $C_n$ using Wick’s theorem and the Green’s function (A9). For an interaction term $\hat{H}_U$ only defined locally on a subset $S$ of the lattice, one would measure the local spin susceptibility

$$\chi_S = \int_0^\beta \langle \langle \hat{S}^0_S (\tau) \hat{S}^0_S (\tau) \rangle \rangle d\tau$$  \hspace{1cm} (A10)

with the local spin operator $\hat{S}_S^0 = \sum_{i \in S, \sigma} \sigma \hat{c}_{i,\sigma} \hat{c}_{i,\sigma}$. However, Eq. (A9) is valid for all lattice sites in $\Omega$. Therefore,
it is possible to calculate the static spin susceptibility (2) for a spin operator \( \hat{S}_z \) defined on the whole lattice. In principle, one can first calculate the Green’s function (A9) between two lattice sites and afterwards \( \chi_S \), but for large system sizes this becomes unfeasible. In the following, we will show how \( \chi_S \) can be computed by first performing the sum over all lattice sites.

As our Hamiltonian (A1) has a \( U(1) \) spin symmetry, \( \langle \hat{S}_z \rangle = 0 \) and we only need to calculate \( \langle \hat{S}_z^2 \rangle \). The corresponding expectation value for Eq. (2) is given by

\[
\langle \hat{S}_z^2 \rangle_{C_n} = \sum_{i,j} \sum_{\sigma,\sigma'} \langle \hat{T}_{i,\sigma} \hat{c}_{i,\sigma} \rangle \langle \hat{T}_{j,\sigma'} \hat{c}_{j,\sigma'} \rangle \langle C_n \rangle,
\]

where we have already used Wick’s theorem. Note that \( i, j \in \Omega \). The first term is just \( \langle \hat{S}_z \rangle^2 \rangle_{C_n} \) and can be rewritten by inserting Eq. (A9) to arrive at

\[
\langle \hat{S}_z \rangle_{C_n} = \langle \hat{S}_z \rangle_0 - \sum_{\sigma} \text{Tr} \left[ \Gamma_\sigma M_{\sigma}^{-1} \right].
\] (A12)

The trace is over all \( n \) vertices of the configuration \( C_n \), and the \( n \times n \) matrix \( \Gamma_\sigma \) is given by

\[
\Gamma_{\sigma,x,r} = \Gamma_{\sigma,i,i} (\tau_i - \tau_r) = \sum_{i \in \Omega} C_{i,i}^{0,\sigma} (\tau_i) C_{i,i}^{0,\sigma} (-\tau_r) = -\frac{1}{2} \sum_{m} U_{i,m,\sigma} U_{m,i,\sigma} \frac{e^{\epsilon_{m,\sigma}}}{1 + \cosh(\beta \epsilon_{m,\sigma})}. \] (A13)

For the calculation, we have to insert the noninteracting Green’s function (A3) using its antiperiodicity for negative time arguments and the unitarity of \( U_\sigma \) to get rid of the sum over all lattice sites \( i \in \Omega \).

A similar calculation for the second part of Eq. (A11) requires the introduction of another \( n \times n \) matrix,

\[
\Delta_{\sigma,x,r} = \Delta_{\sigma,i,i} (\tau_i - \tau_r) = \sum_{i,j \in \Omega} C_{i,j}^{0,\sigma} (\tau_i) C_{i,j}^{0,\sigma} (0) C_{j,i}^{0,\sigma} (-\tau_r) = -\frac{1}{2} \sum_{m} U_{i,m,\sigma} U_{m,i,\sigma} \frac{e^{\epsilon_{m,\sigma}}}{1 + \cosh(\beta \epsilon_{m,\sigma})}.
\] (A14)

All in all, we have

\[
\langle \hat{S}_z^2 \rangle_{C_n} = \langle \hat{S}_z \rangle_0^2 + \sum_{\sigma} \text{Tr} \left[ (2 \Delta_{\sigma} - \Gamma_\sigma) M_{\sigma}^{-1} \right] + \left( \langle \hat{S}_z \rangle_0 - \sum_{\sigma} \text{Tr} \left[ \Gamma_\sigma M_{\sigma}^{-1} \right] \right)^2 - \sum_{\sigma} \text{Tr} \left[ \Gamma_\sigma M_{\sigma}^{-1} \Gamma_\sigma M_{\sigma}^{-1} \right].
\] (A15)

The computational effort for calculating \( \chi_S \) in this way is dominated by the last term in Eq. (A15). The evaluation of the matrix product \( \Gamma_\sigma M_{\sigma}^{-1} \) is \( O(n^3) \). It is typically more expensive than local, time-dependent measurements, but it still scales like the original CT-INT method.

Our calculation for \( \chi_S \) can easily be transferred to the static charge susceptibility \( \chi_C = \beta \left( \langle N^2 \rangle - \langle N \rangle^2 \right) \), where \( N \) is the total particle number operator. One only has to substitute \( \hat{S}_z \to \hat{N} \) and \( \sigma \to 1 \) in Eq. (A15) to calculate \( \langle \hat{N}^2 \rangle_{C_n} \).